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ABSTRACT
3D mesh of human body is the foundation of many hot research topics, such as 3D body pose tracking. In this
topic, the deformation of the human body mesh has to be taken into account because of various poses of the human
body. Considering the time cost of the body deformation, however, it’s impractical to adopt a high resolution body
mesh generated from scanning systems for the real-time tracking. Mesh simplification is a solution to reduce the
size of body meshes and accelerate the deformation process.
In this paper, we propose a mesh simplification algorithm using deformation saliency for such deformable human
body meshes. This algorithm is based on quadric edge contraction. The deformation saliency is computed from
a set of meshes with various poses. With this saliency, our algorithm can simplify the 3D mesh non-uniformly.
Experiment shows that using our algorithm can improve the accuracy of body pose simulation in the simplified
resolution compared to using classical quadric edge contraction methods.
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1 INTRODUCTION
Nowadays, 3D human body tracking is a hot research
topic [Bog15, Baa13, Wei12, Gan10]. In this topic, 3D
body mesh is a basic structure. Generally, the input of
3D body tracking is a sequence of depth images cap-
tured by depth cameras. A body mesh in an initial pose
is selected as a template mesh. The template mesh is
deformed to different poses according to the real-time
input frames. The body mesh is defined as the combi-
nation of a point cloud and a set of triangulated faces.
The faces cover all the points and there is no overlay
between any two faces. Typically the 3D mesh is ob-
tained from a multiple depth-camera scanning system
or a laser scanning system. The mesh generated by
these scanning systems is in very high resolution, con-
taining tens of thousands of vertices and faces, such as
the CAESAR dataset. Nevertheless, 3D human body
tracking is required to be real-time, so the body mesh
in such high resolution is not suitable for the real-time
tracking. Reducing the mesh resolution, i.e., the num-
ber of vertices and faces of the mesh is necessary.
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In this paper, we focus on the mesh simplification for
such deformable human body object. We adopt the
deformable human body model proposed by [Ang05].
The body meshes of SCAPE model are from the
CAESAR dataset. The mesh standing in the "A" pose
(shown in Fig.1) is selected as the template mesh and
other meshes contain various poses of the same person.
All the meshes have the same number of vertices,
which have been registered. In different meshes, the
topologies of triangulated faces are also the same. The
human body is partitioned into 16 parts, containing
head, chest, torso, arms, hands, legs and feet. The
motion model of SCAPE describes two kinds of de-
formations of human bodies: the rigid transformation
and non-rigid deformation. The rigid transformation
matrices show the global transformation of an integral
body part. For all the vertices in the same body part,
their rigid transformation matrices of a certain pose are
the same. The non-rigid deformation matrices indicate
the change of muscle, skin and ligament in different
poses. These matrices are unique for each face. Ap-
parently, there are much more non-rigid deformations
at joints or muscular regions than other body regions.
Therefore, in simplification more vertices in these
special regions should be preserved to simulate the
non-rigid deformation more accurately.

However, there is a drawback of the traditional mesh
simplification algorithms when they are applied to such
deformable meshes: they always simplify a 3D mesh



uniformly or based on geometric features, which means
that more vertices will be kept in some geometry-salient
regions, like fingers and face of the human. This may
lead to very few vertices remaining in the highly non-
rigid deforming regions. Hence, our purpose is to dis-
tinguish the highly non-rigid deforming regions, and
keep more vertices in these regions when simplifying
the body mesh.

Based on the quadric edge contraction (Qslim) [Gar97],
we developed a mesh simplification algorithm guided
by deformation saliency. In our algorithm, we com-
pute the deformation saliency for every vertex in the
template mesh from the SCAPE pose database. Be-
sides the deformation saliency, we also introduce a dis-
tance balancing item to avoid the over-contraction. Our
method can simplify meshes region-specifically accord-
ing to the non-rigid deformation levels. Experimental
result shows that using our simplification method, the
deformed result is more accurate than that using the Qs-
lim.

This paper is organized as following. Section 2 intro-
duces the related work. Section 3 discusses our method-
ology. Section 4 analyzes experimental results and
compares the proposed method with the prior studies.
Conclusion is drawn in Section 5.

2 RELATED WORK
Mesh simplification aims to reduce the number of ver-
tices of a 3D mesh, meanwhile preserving the shape of
the mesh as accurately as possible. To this end, the
Quadric Edge Collapse Decimation (Qslim) was pro-
posed by [Gar97]. In their paper, each vertex of the
mesh was associated with a quadric error matrix, which
was defined as the squared distances from this vertex
to the planes of its adjacent triangulated faces. Ev-
ery edge had a contraction cost based on its potential
contraction-target vertex and the quadric error matri-
ces of its two endpoints. Iteratively the edges with the
minimum contraction costs were contracted to the op-
timal target vertex which could minimize the contrac-
tion costs. The contraction costs for all related vertices
would be updated in each iteration.

One trend to improve the mesh simplification method
is to reduce the running time. Using GPU is a common
way to speed up the computation. [Sho13] proposed a
CPU-GPU combined algorithm, which has the lowest
computational cost compared to all the other methods
just running on CPU. Some methods like [Cam13] con-
sidered both accuracy and simplicity to obtain the op-
timal simplification result. Another multilevel refine-
ment method was proposed in [Mor14], which com-
bined a Laplacian flow to the high resolution mesh.
This method can locate the most appropriate regions to
be contracted in different refinement levels, which took
into account both accuracy and speed.

Another trend to improve the simplification is to
keep more details. Mesh features are used widely in
the related work. More vertices in the regions with
prominent features will be preserved. For example,
mesh curvature is a common feature used in the prior
studies [All03, Lee05, Wan11, Yao15] . [All03] in-
troduced curvature directions to represent the intrinsic
anisotropy of the mesh geometry. In [Lee05], mesh
feature was defined as a center-surround operator on
Gaussian-weighted mean curvatures. In [Wan11],
by measuring the curvature, the authors proposed
a method to perform coarse simplification in flat
regions and fine simplification near creases and corners
respectively. [Yao15] adopted the discrete curvature to
modify the Qslim method.

Besides curvature, there are many other saliencies used
for mesh simplification. [Tol08] introduced accelera-
tion and deceleration of vertices as saliency for sim-
plification of dynamic meshes. [Zha12] identified vi-
sually important regions by points sampling method
to keep the mesh saliency. [Pey14] reduced the num-
ber of vertices by Possion disk sampling based on fea-
tures such as sharp edges or corners, and re-meshed
vertices along the detected feature lines. In [Pel14],
Pellerin et al. applied Centroidal Voronoi optimiza-
tion to simplify the mesh and merged features for the
mesh with complex contacts. A B-rep feature-based
model was proposed in [Kim14]. [Ng14] developed a
method called half-edge collapsed scheme. They iden-
tified valid decimated edges by the length of the edges
and the difference between every two adjacent faces.
Another distinctive method was proposed in [Van15],
which adopted outgoing radiance functions of the mesh
surface as the mesh feature. In [Ďur15], shape diameter
function was adopted as mesh saliency to extract skele-
ton, which can also be used in mesh simplification.

3 METHODOLOGY
Our purpose is to simplify the human body mesh while
preserving more vertices at joints and other regions
with prominent non-rigid deformations. Given a set
of meshes M of various poses and a template mesh T
of the SCAPE data set, we compute the deformation
saliency along with a balancing weight for each vertex.
Then we iteratively contract a valid edge on the tem-
plate mesh to generate a new mesh T ′ in lower resolu-
tion. The indices of the preserved vertices are recorded.
For the other meshes, the vertices with the same indices
will be kept, so that the topologies of the triangulated
faces of these meshes are the same as that of the simpli-
fied template mesh T ′.

3.1 Deformation saliency
We define the deformation saliency as the Euclidean
distance of the corresponding vertices between the



Figure 1: The heat maps of saliency values on the tem-
plate mesh. Red means the highest value, and blue
means the lowest value

rigidly transformed template mesh and the mesh in the
target pose, which is also described by the non-rigid
deformation in the SCAPE model. First we estimate
the rigid transformation between the template mesh T
and each mesh MX of pose X in the pose dataset, which
means to calculate the integral rotation matrix for
each body part between mesh T and MX in the global
coordinates. In the SCAPE database, vertices have
been registered across different meshes and partitioned
into 16 body parts. For each body part k, the rotation
matrix and translation vector are denoted as Rk and tk,
respectively. To estimate Rk and tk, we minimize the
following energy function:

Etrans f orm = argmin
Rk,tk

∑
vT

i ,v
MX
i ∈part(k)

‖RkvT
i + tk− vMX

i ‖
2
2

(1)

In this least square function, vT
i is the ith vertex in the

mesh T and vMX
i is the ith vertex in the mesh MX .

By vectorizing Rk and tk, Eq. (1) can be turned into a
system of linear equations, which can be solved analyt-
ically. With the rigid transformation, we can transform
each body part of the template mesh via this equation:

vTX
i = RkvT

i + tk,vi ∈ part(k) (2)

where TX is the rigidly transformed template mesh cor-
responding to the mesh MX .

After generating the rigidly transformed meshes TX in
all poses X , we calculate the Euclidean distance error
between every vertex of TX and its corresponding vertex
of MX . For each vertex, we add up its distance errors
calculated from all the poses X . Then we normalize the
total error and take it as the deformation saliency for
each vertex. Fig.1 shows the saliency values around the
human body.

Figure 2: The red edge denotes the edge with the min-
imum deformation weight and contraction cost; it is
contracted to a new vertex (the red point) which can
minimize the contraction cost; other related vertices are
re-connected to the new vertex.

The vertex with high value of deformation saliency
means there is prominent non-rigid deformation, so in
the simplification its possibility to be preserved should
be larger than other vertices. As the Qslim algorithm
illustrated [Gar97], every vertex holds a quadric matrix
Q, which represents the entire set of planes adjacent to
this vertex. For an edge (v1,v2), the contraction cost
associated to its potential target vertex vt is defined as:

Econtract = vT
t (Q1 +Q2)vt (3)

In this equation, Q1 and Q2 are the quadric matrices of
v1 and v2, respectively. vt is the optimal target vertex
which can minimize the contraction cost Econtract . The
contraction cost indicates the sum of squared distances
from vt to the plane set represented by Q1 and Q2.

Using a couple of weights w1, w2 to represent the de-
formation saliencies of v1, v2, we update the edge con-
traction cost as:

Econtract =
w1 +w2

2
· vT

t (Q1 +Q2)vt (4)

The deformation weight of an edge is defined as the av-
erage weight of its two attached endpoints. However,
an extreme result is that too many edges may be con-
tracted in the regions where vertices have low defor-
mation weights. In this case, very long edges may be
generated; meanwhile few edges are contracted in the
regions where vertices have high deformation weights.
To solve this dilemma, we introduce a balancing weight
for each edge, which is equal to the length of the edge
(v1,v2). The effect of this balancing weight is to reduce
the contracting priority of long edges. By denoting this
balancing weight as d, the edge contraction cost is re-
written as:

Econtract =
d(w1 +w2)

2
· vT

t (Q1 +Q2)vt (5)

Iteratively, the edge with the least contraction cost is
contracted, generating the simplified template mesh T ′.

Fig.2 illustrates edge contraction in a single iteration,
and Fig.3 compares the simplified results with and with-
out the balancing item.



Figure 3: From left to right: front side of the simplified template mesh with and without balancing item; back side
of the simplified template mesh with and without balancing item. Edges of the meshes are shown explicitly. With
the balancing item, the variance of edge length is 1.53e-04; without it, the variance of edge length is 3.08e-02.
This proves that the balancing item can prevent too long edges occurring effectively.

3.2 Greedy least distance mapping
According to the SCAPE, to build the body deformation
model, vertex partitions and face topologies of all the
meshes should be the same, and all the meshes should
be registered. So we use a greedy least distance map-
ping from T ′ to T to keep vertices registered across dif-
ferent simplified meshes.
Initially, we define the simplified candidates as all ver-
tices of T ′ and the original candidates as all vertices of
T . Iteratively, between the two candidates we find the
mapping vertex pair with the least Euclidean distance,
record the vertex index of this pair, and take them out
from the candidates. All vertices of T ′ are mapped to
distinctive vertices of T . With the mapping record, we
can simplify other meshes via preserving the vertices
with the same indices as in the record. As a conse-
quence, all simplified meshes still contain the registered
vertices and the same body partition.

4 EXPERIMENTS
We conducted the experiments on a subset of the
SCAPE database. We chose 70 body meshes in differ-
ent poses of the same person as the pose dataset. Each
of them has 12500 vertices and 25000 triangulated
faces. In the 70 meshes, the first mesh standing in the
"A" pose was selected as the template mesh. Based on
the pose set, deformation saliency was computed. With
our method and the compared methods, the template
mesh and other meshes were simplified. The number
of faces and vertices were reduced from 25000 to
5000 and from 12500 to 2500, respectively. Then the
template mesh was deformed to other poses. The errors
between the deformed template mesh and the mesh of
the target pose were computed to evaluate the proposed
methods.

Figure 4: The area heat maps of the simplified template
mesh using our method (2500 vertices, 5000 faces).

Figure 5: The area heat maps of the simplified template
mesh using Qslim (2500 vertices, 5000 faces).



4.1 Area heat map of the simplified result
The visualized comparison between the results of the
proposed method and the Qslim method is drawn in
Fig.4 and Fig.5, which are referred to as the heat maps
of the area of the triangulated faces.

In both figures, the faces are colorized according to the
size of their area: smaller faces have warmer color,
while larger faces have cooler color. That is to say,
red regions have the highest vertex density, and blue re-
gions have the lowest vertex density. Yellow and green
regions have median vertex density.

By observing the two heat maps, we can find that vertex
densities are quite different in the same region across
the results produced by different methods. We know
the head, hands, and feet typically have more geometric
details. Therefore, the Qslim method preserves more
vertices in these regions. On the contrary, it is clear that
we preserve more vertices at shoulders, knees, elbows,
even in chest and thighs; meanwhile we preserve fewer
vertices in the regions like hands, head and feet. This
means that we have more vertices to simulate the non-
rigid deformation at joints and muscular regions.

4.2 Deformation errors
In this section, we measure the deformation errors
between the deformed template mesh and the mesh
of the target pose. Less deformation error means
that the simplification method is more suitable for
such deformable human body mesh to change the
body pose. The detail of the body pose deformation
can be referred to [Ang05]. Besides the 70 meshes
simplified by our method and the Qslim, we also
simplify 10 meshes using the method provided in
the open-source CGAL library for comparison. The
CGAL (http://www.cgal.org/) is a widely-used library
of geometry algorithms. We introduce two criteria to
measure the deformation errors:

1. Vertex-to-face error (v2f)

The vertex-to-face error measures the average squared
distance between the deformed template mesh and the
simplified mesh of the target pose, from a vertex to the
closest face. It is also adopted by the Qslim method
[Gar97]. The vertex-to-face error Ei = (Mi,Mn) be-
tween the deformed template Mi and ground-truth Mn
is defined as:

Ei =
1

|Xi|+ |Xn|

(
∑

v∈Xi

d2
1(v,Mn)+ ∑

v∈Xn

d2
1(v,Mi)

)
(6)

where Xi, Xn are the point clouds in the mesh
Mi and Mn respectively. The distance function
d1(v,M) = minp∈M‖v− p‖ is the minimum Euclidean
distance from the vertex v to the closest face p on the
mesh M. The measurement unit of this error is meter2.

Method v2f error v2v error
Ours(70 poses) 1.08e-09 3.83e-05
Qslim(70 poses) 1.12e-09 4.14e-05
CGAL(10 poses) 1.10e-09 3.93e-05

Table 1: The average deformation errors of our method,
Qslim and CGAL.

2. Vertex-to-vertex error (v2v)

The vertex-to-vertex error measures the average
squared distance from a vertex of the deformed tem-
plate mesh to the closest vertex of the simplified mesh
of the target pose. This metric is adopted in [Bog15].
Based on the previous notations, the vertex-to-vertex
error Ei = (Mi,Mn) is defined as:

Ei =
1
|Xi| ∑

v∈Xi

d2
2(v,Mn) (7)

The distance function d2(v,M) = minu∈M‖v−u‖ is the
minimum Euclidean distance from the vertex v to the
closest vertex u on the mesh M. The measurement unit
is also meter2.

The comparison results between our method and other
methods are shown in Table 1. The average errors show
that our method can reduce the deformation errors in
both metrics. The reduction of the v2v error is more sig-
nificant, which approaches about 8 percent compared to
the Qslim. The results indicate that using our method,
the simplified human mesh can be deformed more ac-
curately than using the Qslim and CGAL.

Fig.6 shows some simplified results of different identi-
ties with the same pose, and Fig.7 shows the pose de-
formation results after simplification for several poses.

5 CONCLUSION
In this paper, we propose a mesh simplification method
using deformation saliency for 3D human pose deform-
ing. Based on SCAPE dataset, we compute the vertex
distance error caused by non-rigid deformation for each
vertex as the deformation saliency. In the template body
mesh we contract the edges with the lowest saliency in
prior. We also add a balancing weight to avoid gener-
ating too long edges caused by over-contraction. Our
method shows better performance of body pose defor-
mation compared to the Qslim and CGAL algorithms.
Similarly, our method can be also applied to simplify-
ing the meshes of other deformable objects for pose de-
formation.
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Figure 7: The first row shows some original meshes of different target poses; the second row shows the simplified
results of these target poses; the third row shows the deformed results from the simplified template mesh to these
target poses.


